ABSTRACT

Visualization of sound information has many interests for understanding sound fields. Especially, sound source localization using a microphone array is helpful for sound source separations, acoustical design, abnormality detection, etc. However, three-dimensional (3D) sound source localization result is difficult to present intuitively on ordinary displays. On the other hand, in recent years, mixed reality (MR) technology has rapidly developed and attracts many attentions. MR devices install many sensors, displays, and ICT technologies, which realize interaction between real environment and virtual spaces. In this paper, we propose an MR display system for 3D sound source localization results, which are obtained from a microphone array data. MR technology enables presentation of 3D sound source localization results which is difficult for ordinary displays. In addition, the user can observe both 3D sound source localization results and the environment simultaneously.
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1. INTRODUCTION

Visualization of sound information has many interests for understanding sound fields. In previous studies, sound field visualization has been realized with various measurement methods, such as acoustical holography [1], optical methods [2, 3], and sound intensity [4–6]. Sound source localization using a microphone array is one of the visualization methods for sound information, which have been employed in many applications including sound source separations, acoustical design, and abnormality detection [7–12]. Three-dimensional (3D) sound source localization gives useful information for understanding sound fields, but observing and understanding the estimated result are difficult for ordinary displays because they cannot present the depth information.

On the other hand, in recent years, mixed reality (MR) technology has rapidly developed and attracts many attentions. MR devices install many sensors, displays, and ICT technologies, which realize interaction between real world and virtual spaces. MR technology has already applied to the visualization of sound information such as sound intensity [4–6], and closely located four-point microphone method [13].

In this paper, a display system of 3D sound source localization results using MR technology is proposed. The proposed system enables us to observe and understand the localization results intuitively by MR technology with the see-through head mounted display (STHMD).

2. METHODS

Figure 1 shows the state of observing the estimated sound source via the STHMD. First, the sound source localization is performed with signals obtained by the microphone array. The spherical 3D objects whose size corresponds to the power of sound sources are superimposed on the real world as the visualization of the sound localization result. In this paper, the two sound source localization methods are utilized, which is beamforming method [7–9] and sparsity-based localization method [10–12].

![Figure 1: State of observing the estimated sound source via the STHMD.](image-url)
2.1 Mixed reality technology

In MR technology, the real and virtual worlds of visual information interact with each other as if these two worlds were merged. As the STHMD, Microsoft HoloLens shown in Figure 2 is used in the proposed system. HoloLens is a self-contained holographic computer with an optical STHMD and simultaneous localization and mapping (SLAM) technology [14]. An optical STHMD is a stereo transparent display which is able to superimpose 3D computer graphics on the real world. The SLAM technology enables to acquire user’s position and the surrounding environment using only the sensors installed in the wearable devices. By using this, 3D objects can be appropriately superimposed on the user’s view without other markers or sensors. The proposed system was developed with Unity 2018, which contains the Unity3D engine of Unity Technologies.

2.2 Sound source localization

2.2.1 Beamforming method

Beamforming method is fundamental array signal processing technique, which is widely employed in sound source enhancement. In addition, Beamforming can also be applied to the sound source localization by finding peaks of the power of output signals [7–9].

Let us considered that uncorrelated narrowband signals radiated at the positions \( p_n \in \mathbb{R}^3 \) \((n = 0, \ldots, N - 1)\), are observed microphones at \( q_m \in \mathbb{R}^3 \) \((m = 0, \ldots, M - 1)\). The observed signals can be written as

\[
x(t) = As(t) + e(t),
\]

where \( e \in \mathbb{C}^M \) is the additive noise, \( s \in \mathbb{C}^N \) is the source signal vector,

\[
A = [a(p_0), a(p_1), \ldots, a(p_{N-1})],
\]

\[
a(\xi) = [a_0(\xi), a_1(\xi), \ldots, a_{M-1}(\xi)]^T,
\]

\[
a_m(\xi) = \exp(i\omega\|\xi - q_m\|_2/c),
\]

\( A \) is a steering matrix, \( s \) is a signal vector, \( e \) is an additive noise vector, \( \omega \) is the angular frequency of the sound source signal, \( c \) is the speed of sound, and \( \|\cdot\|_2 \) is the Euclidean norm. The optimal beamforming weight vector is given by

\[
\mathbf{w}^\ast = A^H R^{-1} e,
\]

where \( A^H \) is the Hermitian transpose of \( A \) and \( R = A A^H \) is the power spectral density matrix of the observed signals.

Figure 2: Microsoft HoloLens.
ω is the angular frequency, c is the sound speed, i = \sqrt{-1}, x^T is the transpose of x, and \| \cdot \|_p is the ℓ_p-norm (for p ≥ 1) defined as \|x\|_p = (\sum_k |x_k|^p)^{1/p}.

In the beamforming, a signal arriving from the position ξ is enhanced at by multiplying the weighting vector w(ξ) ∈ ℂ^M:

\[ y(t) = w^*(ξ)x(t), \quad (5) \]

where w^* is the complex-conjugate transpose of w. The power of the output signal y(t) is obtained by

\[ P(ξ) = E\{|y(t)|^2\}, \quad (6) \]

where E[·] is the expected value. When samples y = [y(t_0), y(t_1), ..., y(t_{L-1})]^T ∈ ℂ^L are given, P(ξ) is estimated by

\[ \hat{P}(ξ) = \frac{1}{L} \sum_{l=0}^{L-1} |y(t_l)|^2 = \frac{1}{L} \sum_{l=0}^{L-1} |w^*x(t_l)|^2 = \hat{w}^*\hat{R}w, \]

\hat{R} ∈ ℂ^{M×M} is the array covariance matrix represented as

\[ \hat{R} = \sum_{l=0}^{L-1} x(t_l)x^*(t_l). \quad (7) \]

Some approaches exist for the choice of the weighting vector w. In this paper, the minimum variance distortionless responses (MVDR) beamformer is used. In the MVDR beamformer, the weighting vector is chosen to minimize the output power with the constraint that the gain in the desired response position equals unity in order to reduce the effect of signals arriving from except the desired response position. The weighting vector of the MVDR beamformer is chosen as the optimal solution of

\[ \text{minimize } w^*Rw \]

subject to \( w^*a(ξ) = 1. \quad (8) \]

The solution of Equation 8 is analytically given by

\[ \hat{w}_{\text{MVDR}} = \frac{R^{-1}a(ξ)}{a^*(ξ)R^{-1}a(ξ)}, \]

and the output power of the MVDR beamformer is expressed as

\[ \hat{P}_{\text{MVDR}}(ξ) = \sum_{l=0}^{L-1} |\hat{w}_{\text{MVDR}}^*x(t_l)|^2 = \frac{1}{a^*(ξ)R^{-1}a(ξ)}. \]

When the multiple frequencies are used, the output power is calculated by the summation of each frequency ω_k (k = 0, 1, ..., K - 1) as

\[ \sum_{k=0}^{K-1} \frac{1}{a^*(ξ, ω_k)R^{-1}(ω_k)a(ξ, ω_k)}. \quad (9) \]
2.2.2 Sparsity-based localization method

Sparsity-based localization method is a method based on the assumption of the sparseness of the sound sources [10–12]. Some models have been considered in the sparsity-based localization method [10, 11]. In this paper, a set of monopoles are considered as the model in order to estimate the 3D positions of sound sources [12].

Let consider approximating a sound field \( b(\xi, \omega) \in \mathbb{C} \) by linear combination as

\[
b(\xi, \omega) \simeq \sum_j \phi_j(\xi, \omega) \alpha_j,
\]

where \( \phi_j(\xi, \omega) \) is the monopole dictionary

\[
\phi_j(\xi, \omega) = \exp\left(i\pi\omega \frac{\|\xi - q_m\|}{c}\right).
\]

Then, observed signals of \( M \) microphones at \( q_m (m = 0, \ldots, M - 1) \) is written as the matrix form:

\[
b_k = \Phi_k \alpha_k,
\]

where

\[
\begin{align*}
b_k &= [b(q_0, \omega_k), b(q_1, \omega_k), \ldots, b(q_{M-1}, \omega_k)]^T, \\
\Phi_k &= [\varphi_j(\omega_k), \varphi_j(\omega_k), \ldots, \varphi_j(\omega_k)], \\
\varphi_j(\omega) &= [\varphi_j(q_0, \omega), \varphi_j(q_1, \omega), \ldots, \varphi_j(q_{M-1}, \omega)]^T.
\end{align*}
\]

Assuming the sparseness of the sound sources, it is expected that the observed signals can be well approximated by the coefficients \( \alpha_k \) with the most elements being zero. To find such coefficients \( \alpha_k \), the following Lasso problem,

\[
\min_{\alpha_k} \frac{1}{2} \|\Phi_k \alpha_k - b_k\|^2_2 + \lambda \|\alpha_k\|_1,
\]

is considered [12], where \( \lambda > 0 \) is a regularization parameter. The left term of Equation 16 is the square error between the observed signals and the approximation with the dictionary. The right term is the \( \ell_1 \)-norm, which induces sparsity of \( \alpha_k \).

In the case of considering multiple frequencies at the same time, Equation 16 is modified to the group sparse problem

\[
\min_{\alpha} \frac{1}{2} \|\Phi \alpha - b\|^2_2 + \lambda \|\alpha\|_{2,1},
\]

where

\[
\begin{align*}
b &= [b_0^T, b_1^T, \ldots, b_{K-1}^T]^T, \\
\alpha &= [\alpha_0^T, \alpha_1^T, \ldots, \alpha_{K-1}^T]^T, \\
\Phi &= \begin{bmatrix} \Phi_0 \\
\Phi_1 \\
\vdots \\
\Phi_{K-1} \end{bmatrix},
\end{align*}
\]
\( \Phi_k \) is the column-wise normalized version of \( \Phi_k \), \( \| \alpha \|_{2,1} \) is the \( \ell_{2,1} \)-norm defined by

\[
\| \alpha \|_{2,1} = \sum_{G \in G} \| \alpha_G \|_2.
\] (21)

\( G \) is the set of all monopoles for every frequency, and \( G \) is the group of all frequencies in a monopole. \( \ell_{2,1} \)-norm induces the same sparsity patterns within each frequency component.

3. EXPERIMENTS

In this section, a measuremental experiment of sound source localization using a microphone array was performed. For a microphone array, we used four microphones arranged in a regular tetrahedron of edge length 0.05 cm, as shown in Figure 3. Two sound signals (white noise) emitted from loudspeakers were measured in an ordinary meeting room at Waseda University. The measurement conditions are shown in Table 1.

The visualization result of the MVDR beamformer is shown in Figure 4. 3D objects corresponding high power output of the beamformer were lined up between the microphone array and the loudspeakers. It can be seen from Figure 4 that the visualization system using the beamformer can present the directions of sound the sources.

Then, the visualization result of the sparsity-based localization method is shown in Figure 5. The spherical objects in Figure 5 correspond non-zero coefficients \( \alpha \). Note that the large objects do not necessarily point to the sound source position since one sound source is approximated by a linear combination of some dictionaries.

Table 1: Measurement conditions.

<table>
<thead>
<tr>
<th>Measured room</th>
<th>59-402 Meeting room, Nishi-Waseda campus, Waseda University</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equipment</td>
<td>Four microphones (AUDIX TM1)</td>
</tr>
<tr>
<td></td>
<td>MacBook Pro (2.7 GHz Intel Core i7, 16 GB 1600 MHz DDR 3)</td>
</tr>
<tr>
<td></td>
<td>Microsoft HoloLens</td>
</tr>
<tr>
<td></td>
<td>Audio interface (MOTU 8M)</td>
</tr>
<tr>
<td></td>
<td>Two Loudspeakers (YAMAHA MS101III)</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>48 kHz</td>
</tr>
</tbody>
</table>

Figure 3: The microphone array utilized in the experiment.
These results indicate that the proposed system assists the user to grasp the sound source positions by superimposing the 3D objects on the real world, while both the methods do not point to the sound source positions directly.

4. CONCLUSIONS

In this paper, we propose a display system the localization results of sound sources with MR technology. The measurement experiment shows that the proposed system will assists users to grasp the sound source positions by superimposing the localization results

Figure 4: Visualization of the localization result using the MVDR beamformer.

Figure 5: Visualization of the localization result using sparsity-based source localization.
on the real world. Future work includes the construction of the system for updating the 3D objects represented as the estimated results.
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