Influence of Parametrically-decoded First-order Ambisonics Reproduction in Cinematic Virtual-Reality-based Soundscape Evaluation
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ABSTRACT
Increasing consumer availability of first-order ambisonics (FOA) microphones have enabled virtual evaluations of soundscapes with head-tracked binaural playback through headphones. Limitations of linear FOA decoding, such as timbral and spatial artefacts, however, have marred its advantages. Parametric decoding methods, such as high angular resolution plane-wave expansion (HARPEX), and the recently proposed coding and multidirectional parameterization of ambisonic sound scenes (COMPASS) have noted significant improvements in sound quality over time-invariant linear processing of FOA. While subjective assessments of the parametric methods have been traditionally focused on musical media, few studies have focused on the evaluation of outdoor acoustic scenes. Hence, the differences between parametrically and linearly decoded FOA to head-tracked binaural is explored here through subjective assessments of outdoor acoustic scenes. Participants evaluated the perceived spatial sound quality and the soundscape quality of four reproduced outdoor scenes in a virtual reality head-mounted device.
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The results show that the perceived affective quality was independent of the reproduction methods, which coincides with prior studies. However, a notable improvement in source-related spatial quality was observed in the parametric reproductions in terms of directionality and distinctiveness of sound sources. No significant differences were found across the reproduction methods in terms of environment-related spatial attributes.
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1. INTRODUCTION

Acoustic-only soundscape evaluations are usually conducted in a laboratory environment to reduce the effects of uncontrolled factors and for better repeatability. Hence, these evaluations are normally based on high-fidelity binaural recordings from calibrated artificial head and torso simulators as recommended by ISO 12931-2 [1]. Due to the complex nature of human perception, these unimodal analyses are limited in scope and ecological validity [2]. Moreover, there is a growing body of literature highlighting the interdependency between audition and vision when judging acoustics in an urban environment [3–9].

For increased ecological validity, there is a notable adoption of computer-generated or cinematic omnidirectional visual scenes that are usually reproduced in a virtual-reality (VR) head-mounted device (HMD). To achieve a high level of audio-visual congruence, the reproduced audio has to be “head-tracked” such that the acoustic scene follows the movements of the human head. However, the static nature of the abovementioned binaural recordings, which often results in front-back confusions and in-head localisations, might affect the overall spatial impressions [10,11] and are unsuitable for such dynamic assessments. At present, there are no straightforward methods to capture high-fidelity binaural recordings for head-tracked reproduction in VR HMDs [12]. However, there are a wide variety of spatial audio recording and reproduction methods that can be adopted for VR-based reproduction [13].

As the audio industry progresses towards reproduction-format-agnostic representations that can be decoded for a wide variety of playback systems [14], ambisonics has emerged as a popular recording format due to its flexibility [13]. Ambisonics can be described as a method to represent the sound field with spherical harmonics [15,16]. Since the number of ambisonic channels or orders dictates the perceptual resolution of the acoustic scene, a higher-order setup of at least the third up to the fifth order is preferable to achieve good localization and timbral quality [16–19]. High-order ambisonic (HOA) microphones, however, are not commonplace and require more elaborate setups and higher bandwidths (i.e. 15 channels for third order).

Traditionally, 4-channel first-order ambisonic (FOA) signals are decoded linearly, which possess inherent issues such as timbral coloration in the higher frequencies and poor localization of directional sounds. As a cost-effective solution to alleviate the limitations of FOA without resorting to HOA setups, parametric decoding methods have been developed to enhance the perceptual quality of FOA recordings. One of these methods, the directional audio coding (DirAC), is based on the extraction of one direction-of-arrival (DoA) and diffuse streams in the time-frequency domain [16,20]. Another method, the high angular resolution plane-wave expansion (HARPEX), decomposes the sound field into two plane waves and estimates their DoA and amplitudes, omitting diffuse components [21,22]. More
recently, another parametric technique termed coding and multidirectional parameterization of ambisonic sound scenes (COMPASS) was proposed [23]. The COMPASS approach builds upon the limitations of DirAC while maintaining computational efficiency, which is important for headphone-based head-tracked binaural playback.

Although the subjective evaluations of the abovementioned parametric methods have yielded convincing results in terms of improvements over linearly decoded FOA [21,23,24], majority of the sound material evaluated has been based on musical tracks and in indoor environments. Urban sound scenes are generally more complex and diffused with multiple dominating sources. Hence, there is a need to investigate the performance of parametric methods in complex urban sound scenes.

In this paper, the influence of the parametric over linear methods will be subjective assessed based on the perceived overall soundscape quality and the perceived spatial quality. The recorded audio-visual scenes will be projected through VR HMDs with headphones.

2. METHOD

2.1 Participants

Fifteen participants with normal-hearing (0.125, 0.5, 1, 2, 3, 4, 6, and 8 kHz average pure-tone thresholds < 20 dB HL) and exposure to the field of audio or acoustics research were recruited for this study. Formal ethical approval was granted by the institutional review board of Nanyang Technological University (NTU) for this study (IRB-2018-02-024). Informed consent was obtained from each participant prior to the start of the experiments.

2.2 Experimental design

Participants were presented with audio-visual recordings of four outdoor locations through a VR HMD and headphones in a quiet listening room. The audio stimulus was decoded to the headphones with four reproduction methods, which will be described in the next sub-section. The 16 stimuli (4 locations × 4 reproduction methods) were presented in a randomised order and the audio reproduction methods were not identifiable.

After experiencing each audio-visual stimulus, participants were instructed to rate attributes that assess both the perceived overall soundscape quality and the perceived spatial quality on a questionnaire. Participants were allowed to revisit the stimulus as many times as required throughout the questionnaire.

2.3 Stimuli

The audio-visual environment of four urban outdoor locations were recorded in the NTU campus with a spherical panoramic camera (Garmin VIRB 360 Action Camera, USA) and a low-noise FOA microphone (Sennheiser AMBEO VR 3D Microphone, Germany). The audio-visual capturing system was mounted on a tripod and fixed at approximately 1.6 m off the ground. The same audio-visual recordings of the four locations were used in a prior study [12] and are described in Table 1. The videos were recorded in 4K resolution and post-processed for white balance and exposure compensations (Adobe Premiere Pro CC 2019). The final video render maintains the 4K resolution but encoded in the H.265 format with a bitrate of 25 Mbps at 30 frames per second.
Table 1. Description of the sound scenes under test

<table>
<thead>
<tr>
<th>Location</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Open area near a canteen and walkway with moderately high human traffic</td>
</tr>
<tr>
<td>B</td>
<td>Quiet area beside a small lake located in a minor depression surrounded by greenery</td>
</tr>
<tr>
<td>C</td>
<td>Open area with a small fountain in between a museum and a minor road</td>
</tr>
<tr>
<td>D</td>
<td>Open area in a park flanked by a major expressway</td>
</tr>
</tbody>
</table>

The FOA recordings were converted to the B-format AmbiX with the AMBEO A-B converter. A total of four reproduction methods were tested as described in Table 2. Since a HOA recording was not available, a mono-channel low-quality anchor decoded from the FOA signal was included and denoted as “Mono”. The “FOA-tracked” method is a head-tracked binaural reproduction of the FOA signal based on the Facebook 360 Spatial Workstation plugin for Reaper [25]. The parametric HARPEX method was employed to up-mix the FOA recording to third-order ambisonics but still linearly decoded to head-tracked binaural playback using the same plugin [25] and is denoted as “UFOA-tracked”. The FOA-tracked and UFOA-tracked methods represent the traditional linearly decoded FOA reproduction. Lastly, the parametric COMPASS framework [23] was adopted to generate head-tracked binaural tracks and is denoted as “CFOA-tracked”. The DirAC method was omitted as it is limited to scenarios where there is primarily a single directional source.

One-minute excerpts of the visual scenes were projected to the VR HMD (Pimax 4K VR, China) via the GoPro VR player and the synced audio was presented through headphones (Beyerdynamic Custom One Pro, Germany) via the Reaper digital audio workstation.

Table 2. Reproduction methods under test

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mono</td>
<td>Low-quality mono reference decoded from FOA</td>
</tr>
<tr>
<td>FOA-tracked</td>
<td>Linear FOA head-tracked binaural reproduction</td>
</tr>
<tr>
<td>UFOA-tracked</td>
<td>Linear 3rd order head-tracked binaural reproduction up-mixed from FOA with HARPEX</td>
</tr>
<tr>
<td>CFOA-tracked</td>
<td>Parametric FOA head-tracked binaural reproduction using COMPASS</td>
</tr>
</tbody>
</table>

2.4 Materials

The attributes in the questionnaire can be classified into two categories pertaining to the overall soundscape quality and perceived spatial quality. The identifiers and descriptors of all the attributes are summarised in Table 3. The descriptors in the table represent orthogonal pairs of the rating scale.

The overall soundscape quality is judged based on the perceived dominance of sound sources and the perceived affective quality, which adheres to the Swedish Soundscape Quality Protocol [26,27]. Based on a prior study [12], the participants were instructed to rate the dominance of a pre-determined list of sound sources, as shown in Table 3, on a 5-point scale. An open-ended “Others” option was included to capture any perceived dominant sources outside the pre-determined list.
Table 3. Identifier and descriptors of the subjective attributes evaluated

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Identifier</th>
<th>Descriptor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall Soundscape Quality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dominance of sound sources</td>
<td>Traffic noise</td>
<td>Do not hear at all – Dominates</td>
</tr>
<tr>
<td></td>
<td>Human sounds</td>
<td>completely</td>
</tr>
<tr>
<td></td>
<td>Water sounds</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bird sounds</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wind sounds</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ventilation sounds</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Others</td>
<td></td>
</tr>
<tr>
<td>Perceived affective quality</td>
<td>Pleasantness</td>
<td>Unpleasant – Pleasant</td>
</tr>
<tr>
<td></td>
<td>Eventfulness</td>
<td>Uneventful – Eventful</td>
</tr>
<tr>
<td></td>
<td>Calmness</td>
<td>Chaotic – Calm</td>
</tr>
<tr>
<td></td>
<td>Liveliness</td>
<td>Boring – Lively</td>
</tr>
<tr>
<td>Spatial Quality</td>
<td>Directionality</td>
<td>Non-directional – Directional</td>
</tr>
<tr>
<td></td>
<td>Width</td>
<td>Narrow – Wide</td>
</tr>
<tr>
<td></td>
<td>Distance</td>
<td>Near – Far</td>
</tr>
<tr>
<td></td>
<td>Distinctiveness</td>
<td>Indistinct – Distinct</td>
</tr>
<tr>
<td>Source-related spatial attributes</td>
<td>Immersiveness</td>
<td>Not immersed at all – Immersed</td>
</tr>
<tr>
<td></td>
<td>Externalisation</td>
<td>Inside head – Outside head</td>
</tr>
<tr>
<td>Environment-related spatial attributes</td>
<td>Realism</td>
<td>Not realistic at all – Extremely realistic</td>
</tr>
<tr>
<td></td>
<td>Timbral quality</td>
<td>Muffled – Clear</td>
</tr>
<tr>
<td>Overall listening experience</td>
<td></td>
<td>Very bad – Very good</td>
</tr>
</tbody>
</table>

Since the perceived affective quality model was previously shown to provide a comprehensive description of the soundscape [28], it was adopted to represent the overall soundscape quality. Participants were instructed to rate the paired adjectives relating to the “pleasantness”, “eventfulness”, “calmness”, and “liveliness” identifiers on a 7-point scale.

The perceived spatial quality was evaluated with a scene-based approach [12,29], which are further categorised into source-related and environment-related spatial attributes. All the spatial quality attributes listed in Table 3 are rated on a 7-point scale. Whereas the source-related attributes identified as “directionality”, “width” and “distance” describe the spatial characteristics pertaining only to the dominant sound source identified, the attribute “distinctiveness” describes the distinctiveness of the directions of all the audible sound sources in the scene.

In contrast to source-related attributes, environment-related attributes “immersiveness”, “externalisation” and “realism” evaluate the scene as a whole rather than evaluating individual or an ensemble of sources. The “immersiveness” attribute describes the sense of presence in the environment, “externalisation” describes the degree to which the sounds were perceived outside the head, and “realism” describes how realistic the scene sounds as compared to the real environment.

Lastly, the overall sound quality is evaluated with a timbral quality rating describing the sounds were “muffled” or “clear” and with a measure of overall listening experience that is analogous to the Basic Audio Quality metric [30].

2.5 Data Analyses

Two-way repeated measure (RM) analysis of variance (ANOVA) was performed to examine the within-subjects effects of the locations and reproduction methods on
the subjective attributes. Particularly, RM multivariate ANOVA (MANOVA) was conducted for environment-related spatial quality and perceived affective quality of soundscape which consisted of the set of attributes measuring cohesive themes. Mauchly’s test of sphericity was carried out to examine whether the data set satisfied the assumption of sphericity or not. If the assumption of sphericity was violated, then the Greenhouse–Geisser correction was applied. In all the RM ANOVA tests, post hoc comparisons were performed using Bonferroni correction.

3. RESULTS

3.1 Overall soundscape quality

Regarding the overall soundscape quality, the perceived dominance of sound sources and the perceived affective quality at each location were evaluated with four different acoustic reproduction methods. Mean rating scores of the perceived dominance of the six sound sources at the four locations across the four reproduction methods are plotted in Figure 1.

![Figure 1](image)

Figure 1. Mean rating scores of the judged dominance of (a) Traffic, (b) human, (c) water, (d) bird, (e) wind, and (f) ventilation sounds, as a function of the locations A to D, across the mono (○), FOA-tracked (■), UFOA-tracked (▲), and CFOA-tracked (△) reproduction methods.

Ventilation noise was the most dominant at location A. Whereas there were no prominent sound source types at location B, birdsongs and wind sound were identified more prominently than other sound source types at location B. Location C was dominated by water sounds from the fountain, followed by traffic sound from a minor road. Traffic noise from an adjacent expressway was the most dominant
sound source at location D.

Two-way RM ANOVAs were conducted for each sound source type to determine the effects of locations and reproduction method on perceived dominance of sounds. The results showed that there were significant differences in the dominance of sound sources across the locations at 0.01 significance level, while the effects of reproduction methods were not significant. The interaction effects between the location and reproduction method for all sound source types were not statistically significant.

Mean rating scores of four affective quality attributes (pleasantness, eventfulness, calmness, and liveliness) are plotted as a function of the locations A to D across the four reproduction methods as shown in Figure 2.

![Figure 2. Mean rating scores of the judged affective quality attributes (a) pleasantness, (b) eventfulness, (c) calmness, and (d) liveliness, as a function of the locations A to D, across the mono ( ), FOA-tracked ( ), UFOA-tracked ( ), and CFOA-tracked ( ) reproduction methods.](image)

Two-way RM MANOVA was also conducted for the perceived affective quality. The results revealed that the mean rating score of the soundscape attributes including pleasantness ($F_{1.7,23.9} = 43.16$, $p < 0.001$), calmness ($F_{3,42} = 32.38$, $p < 0.001$), and liveliness ($F_{3,42} = 6.65$, $p = 0.001$) were significantly different across the location, whereas there was no significant difference in eventfulness among the locations ($F_{3,42}=1.23$, $p = 0.31$). The effects of the reproduction methods and interaction between the location and reproduction method were not statistically significant. These findings support the results of a previous study [12] that the effect of reproduction methods on the evaluation of the sound-source dominance and affective soundscape qualities is rather marginal.
3.2 Perceived spatial quality

Perceived spatial quality of the reproduction method was assessed in terms of both the source-related attributes and environment-related attributes across the locations. Figure 3 shows the mean rating scores of the four source-related attributes as a function of locations across the four reproduction methods.

To examine the statistical mean differences with respect to the reproduction methods and locations, Two-way RM ANOVA tests were performed for each source-related spatial attribute. The results showed that there were significant differences in perception of distance ($F_{1.98,27.76} = 8.61, p < 0.001$), distinctiveness ($F_{3,42} = 2.87, p = 0.048$), and width ($F_{3,42} = 4.19, p = 0.01$) of dominating sound sources across the locations. The main effects of reproduction methods were significant for directionality ($F_{3,42} = 5.64, p < 0.01$) and distinctiveness ($F_{3,42} = 5.30, p < 0.01$) of sound sources, whereas no significant differences in distance ($F_{3,42} = 0.12, p = 0.95$) and width ($F_{3,42} = 1.03, p = 0.39$) of sound sources were found across the reproduction methods.

Specifically, post-hoc test showed that mean rating scores of the CFOA-tracked method was significantly higher than those of the FOA-tracked method regarding both directivity and distinctiveness of sound source ($p < 0.01$).

Figure 4 shows the mean rating scores of the five environment-related spatial attributes as a function of the locations across the four reproduction methods. Two-way RM MANOVA test was conducted to investigate the effects of reproduction method, location and their interaction on the set of attributes, namely, immersion,
realism, externalization and timbral quality, overall listening experience.

The results showed that the effects of the reproduction method and interaction were not statistically significant for all the attributes indicating that the four reproduction methods provided similar environment-related spatial quality in this experiment. Meanwhile, the effects of location were significant on immersion ($F_{3,42} = 5.18, p = 0.004$), realism ($F_{3,42} = 4.04, p = 0.013$), timbral ($F_{3,42} = 4.58, p = 0.007$) quality and overall listening quality ($F_{3,42} = 5.36, p = 0.003$). Location B, the tranquil area beside a small lake, had significantly higher mean scores of immersion and realism than location C, an open area with a small fountain, at 0.05 significance level. Particularly, the participants rated the overall listening quality of location B is better than those of locations A and C ($p < 0.05$).

![Figure 4. Mean rating scores of the environment-related spatial attributes (a) immersion, (b) realism, (c) externalisation, (d) timbral quality, and (e) overall listening quality, as a function of the locations A to D, and across the mono ( ), FOA-tracked ( ), UFOA-tracked ( ), and CFOA-tracked ( ) reproduction methods.]

4. CONCLUDING REMARKS

The influence of parametric FOA decoding methods on the overall soundscape quality and spatial quality were assessed subjectively in a cinematic VR setup. Four recorded audio-visual urban scenes with varying dominating sounds and ambient characteristics were evaluated with four different acoustic reproduction methods over headphones.

The evaluation of the overall soundscape quality coincides with prior studies, where the spatial fidelity of the audio reproduction method does not affect the judgement of soundscape descriptors.

Of the source-related spatial attributes evaluated, there were significant
differences in directionality and distinctiveness. In particular, CFOA-tracked was rated significantly higher than FOA-tracked for directionality and distinctiveness. This finding reinforces previous findings of improved sense of direction when assessing musical media or speech using the parametrically-decoded FOA.

However, there were no significant differences detected in environment-related spatial attributes across all reproduction methods. These attributes are strongly related to the ambient component in the parametric method, which have to be fine-tuned during decoding for each scene. Thus, this could be a topic of future research.

In consideration of the cognitive load and the familiarity with the reproduction media, 15 expert listeners whom have exposure to audio research were recruited for the subjective experiments. However, for greater statistical power and better generality, a follow-up study should employ a larger sample size of naive subjects. Moreover, other evaluation methods with lower cognitive load, such as the paired-comparison test, could be adopted albeit with greater time-complexity.
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