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ABSTRACT 

 

In this paper, we present the results of a comparative analysis on the traffic noise in 

the city of Milan within the framework of a co- financed project by the European 

Commission through the Life+ 2013 program called Dynamap. Dynamap is based 

on the idea of finding a suitable set of roads that display similar traffic noise 

behaviour (24 hours temporal noise profile). The dataset is made of the traffic noise 

recorded in 93 sites distributed over the entire city. Different unsupervised 

clustering algorithms have been studied: the so-called hard and soft clustering. In 

order to apply efficiently the Dynamap method, it is important that we have a 

continuity or soft passage between clusters as the non-acoustic parameter, which has 

been introduced to describe non-monitored roads, changes. The hard clustering 

coupled to a density distribution of the non-acoustic parameter in the two obtained 

road- cluster behaviours, revealed more efficient than the soft one though its 

inherent smooth approach to clustering. 
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1. INTRODUCTION 

Dynamic noise mapping is a challenge for all big cities because it provides a direct 

means to intervene when noise levels are overcoming their limits. A European Life 

project termed Dynamap rests on the concept that a limited number of real-time noise 

measurements can be used to build up a noise map representative of a large urban area 

[1]. The underlying idea considers the traffic noise source as dependent on the urban 

context. The statistical analysis showed that both the hourly noise level profiles of roads 

and vehicle flow rates may be divided into two general behaviours (clusters) [2, 3]. 
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Such result suggests that the traffic noise can be employed as a parameter to 

attribute to a non-monitored road a noise behavior. Previous works showed that a 

representative noise parameter is provided by the available information on the total daily 

vehicle flow as obtained by a traffic flow model developed by the Municipality of Milan 

[4]. The traffic noise in the city of Milan has been characterized by a long monitoring 

campaign which involved 93 sites distributed over the entire city. In order to obtain a 

statistically significant sample, we adopted a stratification sampling approach based on 

roads showing similar noise trend profiles. The use of clustering techniques proved to 

provide a better efficiency and a robust sample [5]. The latest upgrade of Dynamap project 

can be found in [6, 7, 8]. Here, we present a comparative analysis of different clustering 

techniques whose results suggest that the adopted method, consisting in using a binary 

classifier coupled to the distribution of the non-acoustic parameter in the obtained groups, 

gives more useful information than those ones provided by soft clustering techniques. 

 

2. CUSTERING ALGORITHMS 

Unsupervised clustering algorithms are commonly employed to find similarities among 

data and group them together according to different schemes. Algorithms such as 

hierarchical agglomeration [9], k-means algorithm [10], partitioning around medoids 

(PAM) [11] are usually considered to this purpose. In general, the number of clusters is 

chosen in such a way as to obtain a reasonable compromise between satisfactory 

discrimination between data but keeping the number of groups to a minimum. As for 

statistical computing analysis and graphics, we used the statistical software R [12]. The 

results of the analysis of the acquired noise profiles have been deeply investigated in 

previous works [13, 14]. In synthesis, the use a R package "clValid" [15] allowed to rank 

each algorithm using an index based on its performance [16] and providing a two-cluster 

hierarchical agglomeration at the first place, followed also by a two-cluster groups by k-

means and PAM methods. In such way, each monitored road has been assimilated, in 

term of noise profile over 24 h, to one of the two found groups. In order to extend such 

properties to non-monitored roads, a known independent parameter must be used to allow 

such procedure. In-depth studies [4], revealed that the logarithm of total vehicle flow 

could be considered to this purpose.  

 
Figure 1: Histogram and probability distribution P1 and P2 of the non-acoustic 

parameter Log(Tt) in the two clusters. 



 

In figure 1, we can observe how such parameter is distributed in the two obtained clusters.  

The large overlapping interval suggests that each road noise temporal profile, 

characterized by a given non-acoustic parameter, might be regarded as a combination of 

the two main mean cluster noise profiles. Figures 2 and 3 give the number of events and 

the cumulative probability for Cluster 1 and 2 as a function of the non-acoustic parameter 

Log(Tt). As alternative method, figure 1 suggested also the idea to consider as a clustering 

technique not a binary classifier but rather a "soft clustering" approach. In general, in non-

fuzzy clustering (also known as hard clustering), data is divided into distinct clusters, 

where each data point can only belong to exactly one cluster. In fuzzy clustering, data 

points can potentially belong to multiple clusters. Membership grades are assigned to 

each of the data and membership grades indicate the degree to which a street arch belong 

to each cluster. Therefore, streets on the edge of a cluster might be part of a cluster to a 

weaker degree than streets in the center of cluster. Therefore, as alternative to traditional 

clustering methods, such as hierarchical clustering and k-means clustering, we can opt for 

fuzzy clustering algorithms of which one of the most widely used is the Fuzzy C-means 

clustering (FCM) algorithm [17, 18] as well as the model-based clustering [19, 20]. Both 

methods use a soft assignment, where each data point has a probability of belonging to 

each cluster. 

 
Figure 2: Number of events and cumulative probability for Clusters 1 as a function of the 

non-acoustic parameter Log(Tt). Bin size is 0.25. 

 



 
Figure 3: Number of events and cumulative probability for Clusters 2 as a function of the 

non-acoustic parameter Log(Tt). Bin size is 0.25. 

 

3. RESULTS 

The results of the mean cluster normalized equivalent level profiles, 𝛿𝑖𝑘
̅̅ ̅̅  (dB), for the two 

clusters, k=(1, 2), as a function of hour of the day and for the different clustering 

algorithms are illustrated in figures 4 and 5. Both figures give similar results confirming 

the robustness of the clustering procedure. Details on the measurements and the standard 

analysis related to this result are reported in [1, 5] as well as other examples of traffic 

related clustering analysis [21, 22]. 



 

Figure 4: Mean cluster normalized equivalent level profiles, 𝛿𝑖𝑘
̅̅ ̅̅  (dB), obtained for the 

three clustering methods for Cluster 1 as a function of the hour of the day. 

 
Figure 5: Mean cluster normalized equivalent level profiles, 𝛿𝑖𝑘

̅̅ ̅̅  (dB), obtained for the 

three clustering methods for Cluster 2 as a function of the hour of the day. 

 

In figures 6, 7 and 8, we show the scatter plot obtained from the Multi- Dimensional 

Scaling (MDS) results for the three clustering algorithms. The MDS provides a visual 

representation of the pattern of proximities among the data. Each point represents a road 

shown with its code number. In all figures, data have the same distribution over the two-

dimensional representation; what differs is in the concentration ellipse, which provides  



 
Figure 6: Clustering results from Multi-Dimensional Scaling for k-means algorithm. The 

ellipse represents the confidence level at 0.68. The two clusters are marked in different 

colors. 

 

 
Figure 7: Clustering results from Multi-Dimensional Scaling for Fuzzy algorithm. The 

ellipse represents the confidence level at 0.68. The two clusters are marked in different 

colors. 

 



 

Figure 8: Clustering results from Multi-Dimensional Scaling for model-based algorithm. 

The ellipse represents the confidence level at 0.68. The two clusters are marked in 

different colours. 

 

the confidence level for a normal distribution. In figures 6-8 the ellipse provides the 68% 

confidence level for the population mean. k-means and fuzzy clustering algorithms give 

the same probability distribution (see figures 6 and 7), whereas the model-based shows 

an overlapping of the two clusters for the same confidence level (figure 8). For this reason, 

we concentrated on the first two algorithms. 

 

4. DISCUSSION 

As anticipated above, each road noise temporal profile, may be regarded as a combination 

of the two main mean cluster noise profiles of figures 4 and 5. This means that for a road 

characterized by a non-acoustic parameter, which we denote as x, the corresponding noise 

temporal profile will have components in both clusters that is partly due to Cluster 1 and 

partly due to Cluster 2. The idea of the method is to evaluate the probability β1 that x 

belongs to Cluster 1 and the probability β2 = 1-β1 that it belongs to Cluster 2. The 

corresponding values of β are given by the following relations: 

 

𝛽1(𝑥) =  
𝑃1(𝑥)

𝑃1(𝑥)+𝑃2(𝑥)
        (1) 

and 

 

𝛽2(𝑥) =  
𝑃2(𝑥)

𝑃1(𝑥)+𝑃2(𝑥)
        (2) 

 

where P1 and P2 represent the probability distribution shown in figure 1. Using the values 

of β1, 2, we can predict the hourly variations δx(h) for a given value of x according to: 

 

𝛿𝑥(𝑥) = 𝛽1(𝑥) ∙ 𝛿𝐶1(ℎ) + 𝛽2(𝑥) ∙ 𝛿𝐶2(ℎ)     (3) 



 

In principle, in order to exploit efficiently our method, it is important that we have a 

continuity or a soft passage between Cluster 1 and Cluster 2 as the non-acoustic parameter 

changes. This requirements is translated into β values changing with continuity as a 

function of Log(Tt). In figure 9, we can observe the behaviour of β1 as a function of 

Log(Tt) for the two cluster algorithms: k-means and Fuzzy. 

 

 
Figure 9: Probability P1 that a given road with non-acoustic parameter Log(Tt) belongs 

to Cluster 1. Continuous lines refer to k-means, dashed lines to Fuzzy clustering. All the 

curves are the result of a fitting. 

 

In particular, for k-means algorithm, β1 has been obtained from the density distribution 

of figure 1. The result is a smooth passage between Cluster 1 and 2, though the clustering 

algorithm used is a "hard" one. On the contrary, the Fuzzy algorithm is not able to provide 

such requirement though its soft approach to clustering. We omitted to draw Model-based 

clustering algorithm because its efficiency to separate the two clusters has been judged 

poor as it can be clearly seen in figure 8. 

 

5. CONCLUSIONS 

In this paper, we presented the results of a comparative analysis on the traffic noise in the 

city of Milan, which involved 93 sites distributed over the entire city. Different clustering 

algorithms have been studied: the so-called hard and soft clustering. This latter provides, 

naturally, roads behavior which are in-between the two mean noise clusters provided by 

the hard clustering. However, the binary classifier coupled to a non-acoustic parameter is 

able to provide a soft passage between Cluster 1 and Cluster 2 as the non-acoustic 

parameter changes. The Fuzzy algorithm does not meet this requirement though its 

inherent soft approach to clustering.  
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