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ABSTRACT 
Automated environmental sound recognition, the technique of machines/computers 
to recognise objects and events in environment as humans do, has an important role 
in diverse fields, ranging from security surveillance, warning/assistant systems, 
smart homes/buildings/cities, to autonomous robots. In soundscape, a sound 
environment is composed of various sound sources, such as natural sounds (moving 
water, bird song, etc.), mechanical sounds (transportation, construction, etc.), 
human activity sounds (speaking, footsteps, etc.), and cultural/historical sounds 
(church bells, music, etc.), the identification of which strongly influence humans’ 
perception and assessment of the soundscape or the place/environment. Thus, for 
the assessment and management of soundscape, it is important and often necessary 
to measure the sound source information, in addition to acoustic indicators such as 
sound pressure level. However, measuring the sound source information requires a 
significant amount of human effort, which largely restricts such soundscape 
assessment/management approach in large scale real applications. This present 
paper therefore explores the method of automated environmental sound recognition, 
for recognising sound categories that strongly impact soundscape assessment (i.e. 
natural sounds, mechanical sounds, human sounds, and cultural/historical sounds), 
towards meeting the specific need of soundscape measurement, assessment and 
management. It examines the recognition performance of an automated recognition 
model, which uses a set of psychoacoustic/acoustic features and machine learning 
model of neural network, with multiple datasets covering various sound sources in 
these sound categories recorded in outdoor environment. The results show good 
recognition ability of the method. 
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1. INTRODUCTION 
A sound environment is composed of various sound sources, such as natural 

sounds (moving water, bird song, etc.), mechanical sounds (transportation, construction, 
etc.), human activity sounds (speaking, footsteps, etc.), and cultural/historical sounds 
(church bells, music, etc.). Soundscape research suggested that humans’ perception and 
assessment of sound environment or soundscape are strongly influenced by the 
identification/recognition of the sound sources. Thus, for the assessment and management 
of soundscape, it is important and often necessary to measure the sound source 
information, in addition to acoustic indicators such as sound pressure level (SPL). 
However, unlike SPL, measuring the sound source information requires a significant 
amount of human effort, which largely restricts such soundscape measurement approach 
in large scale real applications. 

With the rapid development of computer techniques, automated environmental 
sound recognition, the technique of machines/computers to recognise objects and events 
in environment as humans do, is being widely studied and has the increasingly important 
role in diverse fields, ranging from security surveillance, warning/assistant systems (for 
people with special needs), smart homes/buildings/cities, to autonomous robots. By 
applying the technique of environmental sound recognition, it would be possible to 
achieve the automated soundscape measurement of sound source information just like 
SPL. However, most of the studies of environmental sound recognition focused on the 
recognition of domestic sounds, urban sounds, etc., according to their specific 
applications, few had their focuses on soundscape or the categories of sound sources that 
have the most significant impacts on soundscape assessments, e.g. mechanical sounds, 
human sounds, natural sounds, and cultural/historical sounds. 

This present paper therefore explores the automated recognition technique of 
environmental sound sources in recognising sound categories that are most concerned in 
soundscape from field recordings, towards meeting the specific need of soundscape 
measurement, assessment and management.  

The rest of this paper first presents the critical importance of sound sources on 
soundscape assessment suggested by a number of previous soundscape studies, and finds 
the sound categories that soundscape mostly concerns. It then proposes an automated 
recognition model, which uses a set of psychoacoustic/acoustic features and machine 
learning model of neural network, and examines its recognition ability on the sound 
categories, with multiple datasets covering various sound sources recorded in outdoor 
environment.  

 
2.  EFFECT OF IDENTIFICATION OF SOUND SOURCES ON SOUNDSCAPE 
ASSESSMENT  
 
2.1 Sound Sources and Soundscape Assessment/Evaluation 

Since acoustic indicators such as SPL are correlated with people’s subjective 
assessment (e.g. annoyance or sound quality) of noise or unpleasant sound environments, 
such as those dominated by traffic noise [1], which is the primary concern of the field of 
environment noise, the acoustic indicators have been used as a standard way for the 
measurement and assessment of such sound environments and further sound 
environments in general. However, when considering general sound environments 
including various environments/places that are composed of various sound sources, 
which is the concern of the field of soundscape, the acoustic indicators’ abilities in 
explaining the subjective assessments are limited, and so are psychoacoustic indicators 
(e.g. loudness, roughness, sharpness and fluctuation) [2]. 



Nevertheless, a number of soundscape studies suggested that the identification or 
cognition of sound sources that compose the sound environments significantly affects the 
subjective assessment of a sound environment / soundscape [3]. The presence of 
mechanical and human sounds has negative impacts on reported soundscape assessments, 
whereas natural and cultural/historical sounds have positive impacts [4, 5]. For example 
in recreation parks, Kim and Shelby [6] found the mechanical sounds of airplane and 
truck engine decreased acceptability rating of environment, and the natural sounds of 
birds and water increased acceptability rating; Tse et al. [7] found hearing sounds from 
heavy vehicles or bikes reduced the acoustic comfort evaluation, and hearing breeze 
increased comfort evaluation. Importantly, these relationships remained after controlling 
overall sound level or Zwicker’s loudness of soundscape [8].  

 
2.2 Prediction of Soundscape Assessment from Sound Sources 

Furthermore, soundscape studies suggested that the subjective soundscape 
assessment can be primarily determined by the dominant sound sources perceived, either  
anthropogenic sounds (mechanical and human sounds) or natural sounds, or the 
percentages of anthropogenic sounds and natural sounds [9]. Soundscapes dominated by 
anthropogenic sounds were found to be negative (e.g. unpleasant or lower acoustic 
comfort), and soundscape dominated by natural sounds to be positive (e.g. pleasant or 
comfort) [8].  

A number of studies thus proposed prediction models on soundscape assessment 
based on multiple linear regression of the dominance or percentage of 
anthropogenic/natural sound sources in soundscape, reflected by either the perceived 
loudness or perceived length of time of the sources, as well as sound level / loudness of 
overall soundscape. 

Through laboratory experiment, Pheasant et al. [10] proposed models on the 
perception of tranquillity (TR): 

TR = 9.99 – 0.93LAmax – 0.45PLM + 1.16PLB  
where PLM is the perceived loudness of mechanical sounds and PLB is the 

perceived loudness of biological (natural) sounds. 
Based on soundwalk, Aumond et al. [11] proposed a model of pleasantness (P) in 

urban context:  
P = 9.70 − 0.47OL − 0.21T + 0.12V + 0.09B  
where OL is perceived overall loudness, T is the perceived time of presence of 

traffic, V the perceived time of presence of voices, and B the perceived time of presence 
of birds. 

Such models have rather similar structure and both have good prediction ability, 
the second explaining 58% of the specific assessment variance of the sound environment. 
They are among the generally best prediction models so far in soundscape research, which 
are more advanced than those based on sound level or loudness only and also more 
advanced than the more complex models based on additional soundscape factors such as 
demographical and behavioural factors [7, 12].  

However, qualifying the sound sources requires a large amount of human effort, 
which restricts the application of the prediction models. Thus, some studies further used 
certain specific acoustic/psychoacoustic indicators in models to reflect the presence of 
the sound sources, e.g. Time and Frequency Second Derivative, describing the 
normalized deviations within frequency bands, to represent voices or birds [11], 
sharpness to represent the dominant presence of water fountains and voices, and LCeq–
LAeq (low frequency content) to represent vehicles [13]. However, these acoustic 



indicators only work for such cases studied, and no accurate acoustic indicators have been 
found for general situations.  

 
3.  AUTOMATED RECOGNITION OF ENVIRONMENTAL SOUND SOURCES 

The technique of environmental sound recognition would be a useful tool to 
replace the manual effort in qualifying sound sources of the above prediction models of 
soundscape assessment, to make it possible to achieve the automated soundscape 
measurement and assessment from field recordings.  

As discussed in the last section, the categories of environmental sound sources, 
which include natural sounds, mechanical sounds, human activity related sounds, and 
cultural/historical sounds, have the most significantly impacts on soundscape assessments. 
This section thus focuses on the automatic recognition of these sound categories from 
field recordings, as a first step towards soundscape measurement, monitoring, assessment 
and management.  

 
3.1 Sound Recognition Model  

While there are a range of automated recognition methods studied for 
environmental sounds, the present study uses the method similar to that in the authors’ 
previous research [14, 15], to examine the recognition ability of the technique of 
automatic environmental sound recognition for the soundscape purpose.  

Following the fact that human listeners perceive sound through the peripheral 
auditory system and recognise/identify sound using the auditory sensations as potential 
cues by the higher-level neural system, the automated recognition model similarly 
consists of two such phases.  

In the first phase, a range of psychoacoustic/acoustic features as well as their 
temporal variations of sound are extracted via digital signal processing, according to the 
human auditory sensations [16, 17]. The psychoacoustic/acoustic features extracted 
include:  

- Level (unweighted) (L) 
- Level A (LA) 
- Loudness (N), calculated according to the DIN 45631/A1 standard for time-

variant sound. Loudness is an auditory sensation in terms of which sounds can be ordered 
on a scale extending from quiet to loud. 

- Sharpness (S), calculated according to DIN 45692 standard. Sharpness is 
correlated to the spectral energy distribution, and increases with increasing centre 
frequency. 

- Tonality, calculated according to DIN 45681 standard. Tonality indicates 
whether a sound consists of mainly tonal components or broadband noise. 

- Tonality frequency, calculated according to DIN 45681 standard. It indicates the 
frequency at which the highest tonality appears. 

- Roughness (R), calculated according to the hearing model of Sottek [18] (1Bark 
solution is used). Roughness is related to the beating phenomenon, or relatively quick 
changes of sound. 

- Impulsiveness, calculated according to the hearing model of Sottek.  
The instantaneous psychoacoustic/acoustic features are calculated for the whole 

duration of sound. For the statistics of the temporal variations of each of the features, 
average (Ave), standard deviation (StD), maximum (Max), percentile 5, percentile 25, 
percentile 75 and percentile 95 are used. Thus, 56 features (e.g. N Ave, S StD) are 
extracted in total.  



In the second phase, the machine learning model of artificial neural network 
(ANN) that is frequently used in audio and visual pattern recognition is applied for the 
recognition/classification of sound categories based on the features extracted. Feed-
forward ANN with back-propagation training (supervised learning) is used, which 
consists of a set of nodes that are organized in layers, input, hidden and output layers. 
Networks with one hidden layer is used for the demonstration purpose. The distance or 
error between the network’s output and the desired output (target) is measured by the 
cross-entropy (CE) error. The training process iteratively adjusts the relevant weights of 
the nodes/ connections between the nodes to minimise the error. Scaled conjugate 
gradient algorithm is used for the iteration process of training.  

The implementation of the sound recognition model, including the calculation of 
the psychoacoustic/acoustic features, statistics, and neural network training and testing, 
is made through the commercial software ArtemiS SUITE from HEAD acoustics and 
MATLAB with Neural Network Toolbox 11.0. 

  
3.2 Datasets 

To examine the recognition method with a large set of sound samples, a number 
of open datasets of environmental sounds available on the public internet are used in the 
present study. Such datasets were created to be suitable for benchmarking methods of 
environmental sound recognition. The samples in all the datasets were manually collected 
from field recordings gathered in the online audio database Freesound.org. Each dataset 
contains sound files (in the wave format) and the corresponding semantical class 
(annotation information) label for each file/sample. While each sample may contain 
multiple sound sources, it is only labelled with a single class. The duration of the samples 
varies from a few seconds to tens of seconds. These datasets include: 

- Acoustic Event Dataset [19], which contains 5223 sound samples organised in 
28 semantical classes.  

- DBR (Dog, Bird, and Rain) dataset [20], which consists of three classes of 
sounds, i.e. dog, bird, and rain, each containing 50 samples.  

- ESC-50 (Environmental Sound Classification 50 semantical classes) [21], which 
consists of a collection of 2000 5-second-long sound samples organised in 50 classes 
(with 40 samples per class).  

- UrbanSound8K [22], which contains 8732 sound excerpts (<=4s) organised in 
10 classes, i.e. air conditioner, car horn, children playing, dog bark, drilling, engine idling, 
gun shot, jackhammer, siren, and street music.  

For each of these datasets, a number of classes of sounds that are related to the 
common sound sources in urban soundscape according the concern of the present study 
are selected among the original classes. For example, 18 classes among the 50 classes are 
selected of ESC-50 dataset. The sound classes selected and included in the present study 
include bird, sea waves, rain, wind, crickets, children playing, dog, footsteps, speech, 
airplane, car, train, engine, drilling, church bells, music, etc. The sound classes of each 
dataset that are selected are shown in Table 1.  

The selected sound classes are then arranged into the four sound categories 
considered, i.e. natural sounds, mechanical sounds, human activity related sounds, and 
cultural/historical sounds. The classification of the sound classes or sources (the category 
that they are belonged to) is made roughly according to Schafer [23] and Brown et al. 
[24]. In the present study, dog barking sound is among the human activity related sounds, 
since in general everyday urban environment dog sound (unlike bird sound) is closely 
related to human activity, and people’s perception/assessment (such as preference) of it 
is similar to human sounds compared to natural sounds or mechanical sounds. Table 1. 



also shows the categories of the sound classes included for each dataset. It is noted that 
while the present study classifies the sound classes/sources in the current way, other 
classification is possible, which would not significantly change the main results of the 
paper, given the aim of the paper is to investigate the possibility of automated recognition 
of sound categories. 

For each dataset with the selected classes of sound samples, the samples are 
further divided into three sets: training set to train the neural networks, validation set to 
monitor network’s performance on samples outside the training set (i.e. generalisation) 
and automatically stop the training process when the CE error of the validation set 
increases for avoiding overtraining, and testing set to test the network by providing an 
independent measure of the network performance. Within each dataset, 70% of the 
selected samples are randomly picked into the training set, 15% into validation set, and 
15% into testing set. 

 
Table 1. Sound classes selected in each sound category 

 

 Acoustic Event 
Dataset DBR dataset ESC-50 UrbanSound8K 

Nature 

bird bird chirping birds  
ocean surf  sea waves  

 rain rain  
rustle  wind  

  crickets  
  thunderstorm  

Human 

child   children playing 
crowd    

dog barking dog dog dog bark 
footstep  footsteps  
laughter  laughing  
speech    
whistle    

Mechanics 

airplane  airplane  
helicopter  helicopter  

car  car horn car horn 
  siren siren 
  train air conditioner 

engine  engine engine idling 
hammer  chainsaw jackhammer 

  hand saw drilling 

Culture 
acoustic guitar    

church bell  church bells  
violin    

 
3.3 Recognition Performance Results 

For each dataset, a series of neural networks with different network structure, i.e. 
number of nodes in the hidden layer (from 12 to 100), are trained/developed, to 
automatically recognise/classify the sound samples into the 4 categories, i.e. nature, 
human, mechanics, and culture. The results of the best network among them (evaluated 
by the average recognition accuracy of training, validation and testing sets) for each 



dataset are shown in Table 2, which thus generally has the optimal network structure 
(number of hidden nodes) and represents the highest accuracy that can be achieved based 
on the recognition method. It shows the percentage of correctly classified samples, 
respectively for all samples (considering training, validation and testing samples together), 
the training samples, the validation samples, the testing samples, and average accuracy of 
training, validation and testing sets. It can be seen that the recognition accuracies are 
above 82% for the testing sample sets of all the datasets. Also, the accuracy is reliable 
across the different datasets. 

In particular, Tables 2 and 3 show the confusion matrix of correctly-classified and 
misclassified samples of each sound category, considering all the training, validation and 
testing samples together, for Audio Event Dataset and ESC-50 dataset respectively as 
examples. In general, the results suggest the good recognition ability of the method.  

 
Table 2. Recognition accuracy (%) of the optimal networks for each of the datasets 

 

 Hidden 
nodes 

Accuracy of 
all sample 

Training 
accuracy 

Validation 
accuracy 

Testing 
accuracy 

Average 
accuracy  

Audio Event 
Dataset 68 85.73 87.04 83.04 82.28 84.12 

DBR dataset 14 100.00 100.00 100.00 100.00 100.00 
ESC-50 88 88.47 89.68 87.04 84.26 86.99 

UrbanSound8K 38 85.64 85.60 86.97 84.51 85.69 
 
Table 3. Confusion matrix of the optimal network for Audio Event Dataset 

 
 Nature Human Mechanics Culture 

Nature 386 90 45 2 
Human 37 910 49 10 

Mechanics 39 66 686 7 
Culture 0 15 16 276 

 
Table 4. Confusion matrix of the optimal network for ESC-50 dataset 

 
 Nature Human Mechanics Culture 

Nature 217 3 20 0 
Human 5 106 9 0 

Mechanics 29 3 282 6 
Culture 0 0 8 32 

 
 
4.  CONCLUSIONS AND FUTURE WORKS 

This present paper studies the automatic recognition of categories of 
environmental sound sources that significantly impact soundscape assessments, i.e. 
natural sounds, mechanical sounds, human activity related sounds, and cultural/historical 
sounds, from field recordings, as a first step towards soundscape measurement, 
monitoring, assessment and management.  

An automated sound recognition method is proposed, which uses a set of 
psychoacoustic/acoustic features and machine learning model of neural network. The 
recognition ability of the method on the sound categories are examined with multiple 
open datasets, covering various urban environmental sound sources recorded in different 



places/situations, by different equipment and with different qualities, which brings the 
challenge for the recognition. The results show that the recognition accuracies are above 
82% in testing for all the datasets. It suggests good recognition ability of the method. Also, 
it suggests the possibility of using the technique of environmental sound recognition for 
automated soundscape measurement in terms of the category information of the dominant 
sound source. 

Since the current sound recognition models are based on the neural network with 
relatively simple network structure, e.g. one hidden layer is used, and established 
psychoacoustic/acoustic features, there is still room for the recognition accuracy to 
improve by using such as more complex network structure or deep learning, or new 
features to be developed. Also, additional general models can be developed using such as 
all the samples of the datasets together. The recognition ability of any of the current 
models trained on a single dataset can be further validated with the other different datasets, 
to examine their generalisations. 

Furthermore, while the current study provides a first step towards automated 
soundscape measurement, assessment and management, further works would be needed 
on such as comprehensive classification of sound sources that correlates with people’s 
perceptions and assessments of soundscape, and estimation of the loudness and duration 
of the recognised sound sources/categories to predict soundscape assessment as discussed 
above, to achieve an automated soundscape assessment.  
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